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 Traditional symmetric federated architectures are difficult to » Fed-MoE Results

deploy large models on resource-constrained devices. Dateset FEMNIST CIFAR10 SENT140 YELP AVG
- : Model CNN ResNet BERT GPT-2 Acc

¢ EXIStlng fedel‘ated MOE methOdS (e.g., FedMIX/FedJETS) Client Num. 10 50 100 10 50 100 10 50 100 10 50 100
‘ ‘ FedAvg 2017 |91.89 | 75.84 | 74.02 | 62.30 | 28.37 | 24.63 | 75.90 | 75.38 | 73.98 | 51.44 | 52.53 | 50.50 | 61.39
suffer from low aggregation efﬁmency and performance under FedProx 2020 | 9166 | 77.88 | 76.01 | 61.88 | 35.04 | 32.13 | 76.06 | 76.89 | 75.38 | 52.88 | 52.68 | 52.58 | 63.42
_ ! ! 1 CentMoE 2017 | 57.27 | 57.27 | 57.27 | 51.08 | 51.08 | 51.08 | 74.64 | 74.64 | 74.64 | 51.15 | 51.15 | 51.15 | 58.54
Non-IID data due to static aggregation strategies. FedMix 2021 | 88.97 | 83.30 | 80.83 | 61.72 | 59.67 | 57.20 | 76.18 | 76.25 | 76.01 | 52.73 | 51.54 | 51.23 | 67.96
- FedJETs 2023 | 89.54 | 76.96 | 79.71 | 66.65 | 57.81 | 55.84 | 71.90 | 69.83 | 69.55 | 50.12 | 47.97 | 48.97 | 65.40
Fed-MoE | 92.11 | 86.03 | 82.58 | 67.62 | 65.52 | 60.73 | 77.56 | 77.96 | 78.10 | 54.11 | 54.12 | 53.46 | 70.83

Table 2: Classification accuracy (%) on FEMNIST, CIFAR-10, SENT-140 and Yelp datasets with Non-1ID settings. Vision tasks

\

K are shaded in yellow, and language tasks are in green.
Fed-MoE: An asymmetric . (‘ ——— e (Syame s In all datasets, Fed-MoE demonstrates significant advantages. In
. : | 4 Client Syne. s Output .. ] .
federated framework in (g o *E) A\ [ % extreme Non-IID (e.g. only 375 samples per client side in
which the server level is a éﬁ % CIFAR-10), Fed-MoE can still maintain stable performance,
larece MoE (composed of Y - R:; while other methods experience significant fluctuations due to
main experts and routted o T/;;;;;T;;g;g;;;m the failure of the parameter averaging strategy.
. . \ 4 data o
CXpGI’tS), and the Cllent Slde / > Ablatlon Fed-MoE variants | FEMNIST | CIFAR
. . Figure 1: Overview of Fed-MoE. Compact client models fed- . . . o GEnt & S | 78.04 6127
1S d Slngle eXpert mOdel. erate into a large unified server Mixture-of-Experts. e Multi-task trammgprocedures. o e = : :
+GEnt | 78.57 (+0.5) | 62.07 (+0.8)
. . g g g The Table 4 evaluates the - | 8148 (+3.4) | 63.94 (+2.6)
The training of Fed-MokE is divided into three stages (Stage- . +GEnt+Sync (FedMoE) | 8603 (+8.0) | 6552 (+4.2
. . pr()p()sed gatlng entr()py (GEnt) Table 4: Ablation of multi-task training.
A to Stage-C), completing a round of federated learning | o | | o
iterations, as shown in Figure 2. loss. and client sy.nc.hromzatlon (Sync) 1n mul.tl—task. tra}mmg,
finding that combining both Gent and Sync yields significant
S -A Stage-B S -C .
/Cl,-emnmd:i:rfjng“ndaggmgaﬂﬂn\ / Server experts and gate update \ Client exp ttageh ot \ galns (8.0% and 4.2%). GEnt enCOUTageS Server eXpertS tO
Step 0 : Client MoE pretrain Step 0 : Probe client experts’ responses Step 2 : Get server-client correlation . ITE:E o E:ZSSF“E jrulnlza on . . . . .
_ = ] [ | s G S| e = specialize in tasks, while Sync unifies the data space across
ot et ® [ZZ " ] %1 d - clients, enhancing effectiveness, especially for Non-IID data.
. [ Server ] %mﬁm . @d_@ correlation matrix Updas Clie lr: H y
E MoE Ui v MM (e " * Weight of Gating Entropy.
Step 2 : Client Expert Upload to Server Step 3 : Update server experts with moving FedAvg Step 4 : Update server gating module ‘:.Icp 72 - Client ‘:.yn it
Update SGD GEnt weight ‘ w/o | 10~ | 1077 ‘ 1072 ‘ 107"

Client Expert Server E<(1-3) E + 1 W*M Server Expert Server Gate Server C‘Imnl
\— [ MoE ] \ Ere G / MoE Mok / Fed-MoE | 63.94 | 64.25 | 65.52 | 63.14 | 62.60

Table 5: Ablation of gating entropy weight (3 in Eq.(9).

Figure 2: Overview of our Fed-MoE pipeline. Stage A-C completes one FL round. Stage-A trains client experts and sends to

. : ) ) . Figure 3: Gating heat-maps reveals each expert (row) specifies
server. Stage-B iteratively updates server experts and gate. Stage-C synchronizes updated client experts back to clients. & e P pert (row) sp

certain classes (col.), with left 3 = 10~! and right 3 = 103,

» Stage-A: Local client training and uploading As shown in Table 5 and Fig. 3, f§ = 1072 achieves a balance
The server aggregates models from m randomly selected client between specificity and versatility, distributing the gating more
as a federation denoted as M = {M,, My, ..., M,,_1, M,,.}. evenly across multiple experts while still maintaining strong

> Stage-B: Server experts and gate update accttacy.

 Communication costs, training and inference efficiency

Stage-B 1teratively updates server experts E and gate G for T
Dataset FEMNIST (ResNet) Yelp (GPT-2) Server MoE | 5-Exp | 10-Exp | 20-Exp | 30-Exp

iterations, which we d@COIIlpOS@ as the following steps. MOoE Params. | 6.5/26/52(M) | 0.36/0.93/1.59 (B) Avg-MoE | 82.78 | 82.83 | 83.01 | 82.92
Comm. Cost | 33/130/33(M) | 1.02/2.79/1.02 (B) Fed-MoE | 86.03 | 84.77 | 8546 | 8507

 Step-0: Probe client experts’ -+ Step-3: Update server experts

. Table 3: Ablation of the number of server experts.
Table 1: Server MoE parameters and FL. communication costs P

responses With mOVing FedAvg for FedAvg, FedMix, and our Fed-MoE.
For all client expert models, Update server experts using the oL T 1 1 2 1 3 1 3 TO0-Main | 1-Main | 2-Main | 3-Main
. 5 FEMNIST | 86.03 | 84.49 | 82.76 | 84.73 FEMNIST | 81.05 | 86.03 80.61 | 83.29
extract th.e confidence P, moving average strategy: CIFAR | 6552 | G530 | 6516 | e ot T ATRE
COI‘reSpondlng to the true class. E 6+1 —«@1-2)E 6+1 +1-M, Table 6: Ablation of Top-L routed experts in inference. Table 8: Ablation of the number of server experts.
t+1 . . pt+1 7 14 - . .
. Step-1: Get server gating S G =)o B Ao U e G = U Table 1 shows Fed-MoE's communication cost; Table 3 and 8
responses The A€ (0,1) controls the respectively demonstrate the effects of the number of routed and
moving-average rate. We use main experts on model performance; Table 6 reveals the impact
Repeat Step-1 to Step-4 for T . . — . .
. . . simple averaging for M with of the number of activated experts on model inference. Results
inner - loop iterations. At t-th _ * 4 _ . . . .
. . .. M=—Y™ M. The term M indicate Fed-MoE excels 1n communication cost, balancing
iteration, we get the activation o Li=1 M o . o e
prob from the gating module. assigns relevant client raining and inference efficiency with performance.
distribution as: parameters weighted by o Server reserved data
correlation W' and adds up to :
Q « G(X) € R¥ bt p Fig. 4 shows an accuracy gap of " wuw
server welghnts. o [ i i)
g about 2-3% between IID and |Fomtenn
* Step-2:  Get  server-client : Non-IID scenarios for both Fed- . e
correlation * Step-4: Update server gating . j "
module MoE and FedMix. However, -
The outer product of Q and P, | Fed-MoE showed a slight -~ .. _

We design the cross-entropy task

1S a correlation matrix: loss  with  gating  entropy

adVaIltage than FCdMlX 1n AUC Figure 4: The zﬂmparis::}n of A_n::c, F1, AUC of EEd-MDE and

. FedMix on SENT140 and Yelp.
W« Q X PyT e Rkxm regularization, outlined as follows: \metrlcs on both datasets. i Y
gate —_ ce _rent
wise softmax operation to @ = ExlH (QX) - N
normahze thf correlation - _q/p Z Z Qxlk] - logQx[k] * We propose Fed-MoE, an efficient asymmetric FL scheme to
matrix to get W". CLE build a large server-side MoE from client experts.

* We introduce dynamic expert scheduling and collaborative
optimization (main + routed experts), with gating entropy
regularization to enhance expert differentiation efficiency.

» Stage-C: Client experts synchronization

Using the updated gating module G and the client response P,

build the extended correlation matrix. Normalize it column-wise
to derive the updated server-client correlation matrix W¢. Then,
we use moving average to update the client model.

N Mead-M+1-2) W) -E Y

* Ablation studies demonstrate improved convergence and
communication performance, highlighting the scheme's
effectiveness.
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