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@ Motivation

® [arge language models (LLMs) have shown impressive language
understanding abilities. However, they still suffer from low accuracy on
complex reasoning problems in zero-shot settings.

® A common question might be asked frequently with same or different
parameters or rephrased formulations. For example, the Chickens-and-rabbits
questions can be asked with different number of heads and feet. So Can we
fully utilize those similar questions to improve the question answering of
the LLMs without tuning the model parameters or infringing user privacy?



. Definition of the task

Table 1: Examples of SP-questions and DP-questions. ()1 and ()2 are synonymous
with same parameters. ()1 and (3 are synonymous but with different parameters.

Q1: “If a farmer has chickens and rabbits in a barn and there are a total of
32 heads and 100 feet, how many chickens and rabbits does the farmer have?”
Q2: “In a barn, there are a certain number of chickens and rabbits that have
a total of 32 heads and 100 feet. how many of each animal are in the barn?”
Q3: “A farmer has a total of 20 chickens and rabbits in his barn. If the total
number of legs is 56, how many chickens and how many rabbits?”

SP-questions and DP-questions

We consider improving the reasoning capacity of LLMs by better understanding
crowd-sourced similar questions. We propose two typical scenarios: synonymous
questions with same paramaters or different parameters.

When a user sends a QA request to the LLM and the LLM tries to answer with a
collected question database.



' Overview

/Q] ‘Roger has 5 tennis balls. He buys 2 more\\
cans of tennis balls. Each can has 3 tenms balls.
How many tenms balls does he have now?

Synonymous question

\

QI1:Roger mutially had 5 tenms balls he bought
2 more cans of tenms balls. Each can contamns 3
tennis balls. What 1s the total number of tennis

balls he has now?
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/Ql If the cafeteria used 20 out of its 23 apples \
for lunch and then purchased 6 more, how
many apples does it have in total?

Fed-CoT
Synonymous question
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We federate synonymous questions from distributed users and apply self-
consistency and Chain-of-Thought techniques to improve answering from central

LLMs.



' Fed-SP-SC

Query

Betty is saving money for a new wallet which
costs $100. Betty has only half of the money she
needs. Her parents decided to give her $15 for
that purpose, and her grandparents twice as
much as her parents. How much more money
does Betty need to the wallet?

How much more money does Betty need to buy
the $100 wallet if she only has half the amount?
Her parents gave her $15, and her grandparents
gave her twice as much as her parents.

Betty wants to buy a new wallet that costs $100
She has 50% of the total cost, and her parents
gave her $15. Her grandparents gave her twice
as much as her parents. How much more does
she need to save?

If Betty has half of the money needed to buy a
$100 wallet, and her parents gave her $15, while
her grandparents gave her twice as much as her
parents, how much more does she need to buy
the wallet?

Betty has only saved half of the $100 she needs
to buy a new wallet. Her parents gave her $15,
and her grandparents gave her twice as much as

‘need to purchase the wallet?
-

her parents. How much more money does she ,
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Answer before Fed-SP-SC

Betty's parents gave her $15, and
her grandparents gave her $30.
So she has $45 in total She
needs $100 for the wallet, so she
needs $55 more.

Answer:$55

Historical voting results

Betty has 50% of the cost, which'
means she has $50. Then, her
parents gave her $13, so she now
has $65. Her grandparents gave
‘her twice as much as her parents.
so they gave her $30. Therefore,
Betty has $95. The answer is §5.

Answer:$5
5

Betty has §50 for the wallet
(50% of $100). Her parents gave
her $15, so her grandparents
gave her $30 ($15 *
2).Altogether, Betty has $95
(850 + $15 + $30).To reach the

By

Answer:$5

“_cost of the wallet (§100)_she
AT 5

Betty has half of the money
needed to buy a $100 wallet, so
she has $50. Her parents gave
her $15, so she now has $65. Her
grandparents gave her twice as
much as her parents, so they
\_gave her $30. She now has $95.

N

Answer:$5

/

0 she fieeds $5 more fo buy the

¢/~ wallet.

Betty’s parents gave her $15.
This means that Betty has $635
(850+815) in total.

However, Betty needs $100 to
buy the new wallet, which
‘means that she needs $35 more

C
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Answer:$35

Fed-SP-SC
Answer

The answer is $5
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The 1llustration of performing Fed-SP-SC for answering synonymous SP-questions.



@ Fcd-SP-SC

* (A — B): When receiving the users’ query, the LLM retrieves synonymous SP-
questions from the centralized database.

e (B — C): The LLM generates the answers with zero-shot prompting for the
query and combines the retrieved SP-questions” answers from the database for
a majority vote to ensure self-consistency.

« (C — D): The most voted answer is returned to the user as the best answer. The
database could store the query and answer pair back to the database, caching for
later retrieval. This procedure can grow the database quickly by gathering
distributed user queries.



’ Fed-DP-CoT

Query

Q:Betty is saving money for a new
wallet which costs $200. Betty has
only half of the money she needs. Her
parents decided to give her $30 for that
purpose, and her grandparents twice as
much as her parents. How much more
money does Betty need to buy the
wallet?

A

Retrieved DP-question

[ Q:Betty is saving money for a new wallet which
costs $100. Betty has only half of the money she
needs. Her parents decided to give her $15 for
that purpose, and her grandparents twice as much

as her parents. How much more money does
Betty need to buy the wallet?
A:Betty has 50% of the cost. which means she
has $50. Then, her parents gave her $15, so she
nowhas $65. Her grandparents gave her twice as
much as her parents, so they gave her $30.
\fharefome, Betty has $95. The answer is $5

/Q Betty wants to buy a new wallet that coslﬁ
$100. She has 50% of the total cost, and her
parents gave her $15. Her grandparents gave her

gave her $15,s0 .
A

twice as much as her parents. How much more
does she need to save?

A-Betty has $50 for the wallet (50% of $100).
Her parents gave her $15, so her grandparents
gave her $30 (815 * 2) Altogether, Betty has $95
(850 + $15 + $30).To reach the cost of the wallet
uSIOO), she still needs to save $5. /
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$100 wallet, and her parents gave her $15, while
her grandparents gave her twice as much as her
parents, how much more does she need to buy
the wallet?

A-Betty has half of the money needed to buy a
$100 wallet, so she has $50. Her parents gave her
$15, so she now has $65. Her grandparents gave
her twice as much as her parents. so they gave

her $30. She now has $95. So she needs $5 more
to buy the wallet }
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Fed-DP-CoT prompt

QBetty is saving money for a ne
wallet which costs $200. Betty h:
only half of the money ...
A:Betty has 50% of the cost, whic!
means she has $50. Then, her paren

7
-

=,
'Q;Betty wants to buy a new wallenhat\
costs $100. She has 50% of the total
cost, and her parents gave her $15_..
A-Betty has $50 for the wallet (50% of
$100). Her parents gave her $15, so
her grandparents gave her $30 (815 *
2) Altogether, Betty has $95 (350 +

=i
A3.Tf Betty ned,
needed to buy a $100 wallet, and her
parents gave her $15, while her
grandparents gave her twice as much
as her parents, how much more does
she need to buy the wallet?

A-Betty has half of the money needed
to buy a $100 wallet, so.

N

QBetty is saving money for a new
wallet which costs $200. Betty has
only half of the money she needs. Her
parents decided to give her $30for that
purpose, and her grandparents twice as
much as her parents. How much more
money does Betty need to buy the
wallet?
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The illustration of performing Fed-DP-CoT.



@ Fcd-DP-CoT

* (A — B): DP-questions are firstly retrieved from the centralized user query
database.

* (B — C): The system selects SP-questions with consistent answers after
applying Fed-SP-SC as DP-questions and retrieves consistent answers as
“pseudo-labels” .

 (C — D): The system concatenates questions and pseudo-labels, adds a pseudo-
label disclaimer such as “The examples may have errors.” after, and finally
appends the original user query to form the complete CoT prompt.



@ Experimental Settings

* Benchmark: GSM8K, SVAMP (Subset)
* Language Model: GPT3 (Openai API)

* Baseline: We compare our methods with Zero-Shot-CoT, which refers to adding
“Let’s think step by step.” to prompt as a composite prompt, such as “[Question]
A: Let’ s think step by step.”

* We use the prompt “Rephrase in 4 ways: [question]” to generate synonmous
questions in the experiment. In practice, we use GPT-3 and GPT-3.5 to generate
synonymous questions. In the experiment, we selected OpenAl text-davinci-003
for the GSMS8K dataset and text-davinci-002 for the SVAMP dataset so that the
accuracy neither too high nor too low.



@ Result 1 : Fed-SP-SC

Table 2. Fed-SP-SC results

Data\Method | Zero-Shot-CoT | Fed-SP-SC Fed-SP-S5C
(GPT-3 Gen.) (GPT-3.5 Gen.)

GSMS8K 52.5% 62.7% 70.6%

SVAMP 77.2% 86.3% 91.1%

* Fed-SP-SC can improve answering accuracy of LLMs by federating multiple
SP-questions through self-consistency.

* Fed-SP-SC(GPT-3.5 Gen.) performs best on the GSM8K and SVAMP
datasets, improved the performance by 17.5% and 14% on the GSM8K and
SVAMP datasets, respectively.

* The quality of the synonymous questions can affect the accuracy
significantly, as seen in the larger improvement from the synonymous questions
generated by GPT-3.5 compared to GPT-3.



@ Result 2 : Fed-DP-CoT

Table 3. Fed-DP-CoT results.

Setting\Method | Zero-Shot-CoT | Fed-DP-CoT | Fed-DP-CoT

| | (GPT-3 Gen.) (GPT-3.5 Gen.)
GSMSK 48.3% 59.2% 162.5%
SVAMP 76.5% 182.4% 185.7%

* Fed-DP-CoT can improve the performance. Compared to Zero-Shot-CoT, CoT
Prompt(GPT-3 Gen.) and CoT Prompt(GPT-3.5 Gen.) improve by approximately
10.9%-14.2% and 6.6%-10% respectively on the datasets GSM8K and SVAMP.

* Fed-SP-SC performs better than Fed-DP-CoT. The results of Fed-SP-SC
(GPT3 Gen.) and Fed-SP-SC (GPT-3.5 Gen.) on the GSM8K and SVAMP
datasets are both higher than Fed-DP-CoT (GPT-3 Gen.) and CoT Prompt (GPT-
3.5 Gen.), with an approximate improvement of 5%.

* Less performance difference between GPT-3 Gen. and GPT-3.5 Gen.
compared to Fed-SP-SC experiment.



@ Ablation Studies 1

GSMBK Reasoning Path Study SVAMP Reasoning Path Study
81y 100%
— GPT3 — GPT3
7504 GPT3.5 GPT3.5
-~ Baseline 5% - —-—- Baseline

90% —_— T
65% o .
> 5 b
= -
5 60% 1 85% 1
Ll
2

55% -~ h“‘*w.mx /
B0% -
""\-..._____\_ﬂ_ /
50% - =
e /
= 159

ACCUTACY

45% i - /i/_ z =
40% T T T T T T T 0% T T T T T T T T
1 2 3 4 5 6 7 8 -] 1 2 3 4 5 6 7 B g
Sampled Reasoning Paths Sampled Reasoning Paths
(a) GSM8K (b) SVAMP

We study the effect of using different number of reasoning paths for Fed-SP-SC to
apply self-consistency. In the line chart, as the number of sampled reasoning paths
increases from one to five, the accuracy rate gradually increases. However, when the
number of synonymous questions exceeds five, the accuracy of the model starts to
decrease.



@ Ablation Studies 2

Table 5: GSM8K disclaimer ablation.

y . __|Zero-shot| Fed-DP-CoT | Fed-DP-CoT
ME LSy o (P Cen)) | (BRTSS Fe)
w/o disclaimer | 48.3% 57.7% 60%
w/ disclaimer NA 59.2% 62.5%

We investigate whether the disclaimer is effective of correcting noisy CoTs in this
ablation experiment. We observe that the use of a simple disclaimer can potentially
improve the accuracy of LLMs by approximately 2% for the Fed-DP-CoT task.

We postulate that the improvement in accuracy may be attributed to the fact that the
disclaimer prompts LLMs to be careful of the pseudo-labels and self-examine the
reasoning steps.



@ Conclusion

* We investigate the potential benefits of employing synonymous queries from
distributed users to enhance question-answering of LLMs.

* We abstract two scenarios: SP- and DP-questions. We propose Fed-SP-SC and
Fed-DP-CoT to solve the problems in these two cases.

* Moving forward, future research may investigate more realistic systems that
can efficiently retrieve federated questions while also improving CoT
correctness to further advance reasoning capabilities.
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