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Werewolf Game roles:

God, Werewolves , Guardian, Witch, Prophet, and Villagers.

« Each round has two phases: night and daytime.
* During the night, Werewolves can choose to Kill a player.

 The Prophet can verify identities, the Witch can save or

exile once, and the Guardian can protect one player.

* During the daytime, everyone engages in a round of
debate and uses majority voting to exile a player.

« Common strategy: the good guys are truthful, while the

Werewolves can lie to deceive and frame good guys.

 It’s a complicated dialogic game.



Exploring Large Language Models for Communication Games:
An Empirical Study on Werewolf
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e Xu et al. utilized the LLM to simulate the 8 roles in Werewolf Game.
* The roles can initialize conversations and proceed the game.

* Observe strategic behaviors emerged from LLMs during gameplay such as

trust, confrontation, camouflage, and leadership.

 The game is proceeded through automatic prompting, without parameter
tuning the LLMs.
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Xu et al. Exploring Large Language Models for Communication Games. 2023-09.



Research Motivation of the Al Agent System

* How to simulate multiple roles participating in complex tasks?

* How to achieve cooperation and competition of agents?

* How to drive agents to learn task strategies through dialogue?

* How to induce reflection and refinement of their own strategies?
* How to collect feedback from the environment or experts?

* How to acquire external knowledge?



Al Agent System Overview

Part-1 Planning

Part-2 Memory

Part-3 Tool Use

Part-4 Embody




Credit

* This presentation is inspired and re-organized from Lil’Log

* Blog link https://lilianweng.github.io/posts/2023-06-23-agent/

» Lilian Weng is head of Al Safety Team at OpenAl

» She graduated from Indiana University


https://lilianweng.github.io/posts/2023-06-23-agent/
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2017-2023 LLM Parameter Explosion
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Basic LLLM applications

() TeXt / COd e g e n e rat i O n ‘@' how to merge dictionaries in python?

o Q A @ To merge two dictionaries in Python, you can use the “update()"

 Arithmetic reasoning

« Summarization




Short/Long-term memory

External datastore

Tools f Planning

- Search() (— LLM — - Task Decompose

- Calculate() - Chain-of-Thought
- CodeRun() - Self-Reflection
‘ - Action Planning
Embodied Robots - Heuristic rewarding

planning, perception,
decision-making, control




The agent breaks down large tasks into sub-
tasks, do self-reflection over past actions, and refine future
actions.

The agent uses short-term mem for in-context

learning (e.g., prompt), and long-term mem for retrieving
external knowledge.

The agent learns to call external APIs for extra
information that is missing from the model weights, e.g.,
math solver, code execution, query Wiki database.

Command robots to perform concrete tasks
such as cooking and serving.



Short/Long-term memory

External datastore
Tools
- Search() - Task Decompose
- Calculate() - Chain-of-Thought
- CodeRun() - Self-Reflection

- Action Planning
- Heuristic rewarding

planning, perception,
decision-making, control




1. #% Planning by AI-Agent

1. FEtRE D% (Subgoal and decomposition) : KIBEGABESHLBAEIN., B5
FLENFBiR, NMTTWNERMESHNESHLIE,
« BH4EHE Chain-of-Thought (CoT; Wei et al. 2022)  # 215 T iF 4 HZ {17 278 HIF 2276
« B Tree-of-Thought (ToT; Yao et al. 2023) H EEEFHEERE, TERETE
« BHE R Algorithm-of-Thought (AoT; Sel et al. 2023) # fZ/IDFS ., BFS&Z# &1L /EZITFE

2. REE55E (Reflection and refinement) : XHIENTEIHTEERINTINRE, 4
IELART RSB IR SEE S B0H

« BZITE) ReAct (Yao et al., 2022) # (& WikiAPl #1723, HE)/EZE
« [AE Introspective Tips (Chen et al., 2023) # M ZHITa0800F, FS 2 E 8T

- ZRESESEEARMEYX Xuetal, 2023) # ZSH M ESIEE S



1. Planning by Al-Agent

1. Subgoal decomposition: break complicated tasks into sub-tasks
which can be solved efficiently.
» Chain-of-Thought (CoT; Wei et al. 2022)
» Tree-of-Thought (ToT; Yao et al. 2023)
 Algorithm-of-Thought (AoT; Sel et al. 2023)

2. Reflection and refinement: do self-reflection over past actions, learn
from mistakes and refine them for future steps
* ReAct (Yao et al., 2022) retrieve Wikipedia to support reasoning
* Introspective Tips (Chen et al., 2023) /earn tips from past trajectories

» WereWolf Game (Xu et al., 2023) multi-role cooperation
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Chain / Tree-of-Thought B2EHE, BEWN

CoT prompts “ Think step-by-step” ToT generates multiple thinking routes.
* In your prompt, always add “Let's think At each intermediate step, use majority
step by step” (ZeroShot-CoT) voteing to find best CoT.

* Or, you manually provided a step-by-step AoT uses BFS / DFS to search entire state

Instruction template, prepending to your space to find best route.
real question (FewShot-CoT)

Chain-of-Thought Prompting

input Ciopt ) - @iy N
Q: Roger has 5 tennis balls. He buys 2 more cans of
1

ennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

: The cafeteria had 23 apples. If they used 20 to
ake lunch and bought 6 more, how many apples
?

ki
they have?
b

: i answer is 9. -
Standard Prompting  Chain of Thoughts % P, Tree of Thoughts Algorithm of Thoughts




Reflection and refinement

» Self-Refine (Madaan et al., 2023) proposes

improving initial responses from LLMs "N N
: : : Feedback Refine
through iterative feedback and refinement. \@/ v\@/
Use M to get feedback on its own output Use M to refine its previous output, given its feedback
(d) Code optimization: z, y; () FEEDBACK fb (f) REFINE y¢i1
Generate sum of 1, ..., N This code is slow as Code (refined)
def sum(n): it uses brute force.
res = 0 A better approach is def sum_faster(n):
for i in range(n+1): to use the formula return (n*(n+1))//2
res += i ... (n(n+1))/2.
return res




Reflection and refinement

ReAct (Yao et al., 2023)

* generates reasoning and actions

alternately for QA tasks

* reasoning (e.g. chain-of-thought

prompting) helps update action plans

 acting (e.g. action plan generation)
interfaces external sources such Wiki

by using search API

~Stage |Desorption

Question:

Thought:

Action:

Thought:

Action:

Is Avatar an American film made in 2010?

| need to search for Avatar and find if it is an
American film made in 2010.

Search Avatar in Wiki database. Return results.

The result says that it is an American film
made in 2009, so it is not made in 2010.

Finish and return NO.



Reflection and refinement

Reflexion (Shinn & Labash 2023)
(a) the ReAct generates an action plan
(b) executes the plan and gathers observations

(c) Evaluator generates a binary reward

(d) LLM generates specific feedback given reward

(e) Memory store its own reflective text in an
episodic memory buffer to induce better decision

making in subsequent trials

r

(a) Task

|

(b)
Trajectory

(c)
Evaluation
(internal / external

(d)

Reflection

l

(e) Next
Trajectory

,—[ 1. Decision making J—

You are in the middle of a room
[...] Task: clean some pan and put
it in countertop.

[...]

Action:take panl from stoveburnerl

Obs:Nothing happens. [...]
Action:clean panl with sinkbasinl
Obs:Nothing happens. [...]

Rule/ILM Heuristic:

. Hallucination.

/

[...] tried to pick up the pan in
was not in stoveburner 1. [...]

[...] Action: take pan 1 from
stoveburner 2

[...] Obs: You put the pan 1 in
countertop 1.




ZHABEKEEIE (multi-persona self-collaborationy =

,~— multiple personas ——, Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24.
@ Input: 6 12 11

-
(% Participants: Al Assistant (you); Math Expert
@+ Al Assistant e@)a g + :

Start collaboration!
=0

Domain Experts / Audiencesj

L

AT B 12/ (1+1) * 6
BEEF MM LRI AL % LERAR

 — ¥ g — g —

» Wang et al. IR HREG B PLLMEEZ X
. Al BB 12+(1 1) *6
— N ZABNEIARS Bepsfata: REE T, mnu;ﬁa (1-1) #ei (1+1)

« B4, LLM sI7ZHEIR A o) &8 f A Al BB fa4E: 12+ (1+1) * 6
R AN £ Bt BRI

- BE, ZARABHITSRERIME,
BRI BBt ERIZES

Finish collaboration!

Final answer: 6 * (1 +1)+12=24

Wang et al. “A Task-Solving Agent through Multi-Persona Self-Collaboration.” 2023.



Multi-persona self-collaboration

»~— multiple personas ——,

@+ Al tah @6 +

Domain Experts / Audiences
\ ‘ 3

Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24
Input: 6 12 11

Participants: Al Assistant (you); Math Expert

Start collaboration!

« Wang et al. developed a multi-persona

cognitive synergist based on a single LLM

« The LLM dynamically identifies and

simulates different personas given a task

* All roles engage in multi-persona self-

collaboration for completing tasks

Al Assistant: 12/ (1+1) * 6
Math Expert: Let's check the answer...wrong
EEEETIVIUUT CAPCT L LUl O UIHTUUIN U T IOV O OLU) Y DU (T ] ey e T ) 0, U G=oar

Al Assistant: 12 + (1-1) * 6
Math Expert: Very close. Try replace to (1-1) with (1+1)

Al Assistant: 12 + (1+1) * 6
Math Expert: Correct

Finish collaboration!

Final answer: 6 * (1 +1)+12=24

Wang et al. “A Task-Solving Agent through Multi-Persona Self-Collaboration.” 2023.



Multi-persona cooperation and competition

Confrontation

Agent’s own context as short-term memory:
Werewolf: PS5 is suspicious. J

 store observs. and reflections of agent i until the speaking time

Camouflage

 take as context for this round of reasoning and speaking

. [ Witch: | am villager. }
Experience pool as long-term memory::

. we collect and score the pairs of response and reflection from all rust
players at the end of each round { Villager: | trust P5. 1

* retrieve from past experiences to get a suggestion which can
guide the reasoning at a new round with high scores Leadership

Prophet : | verify P1 as werewolf.

Let’s vote againt P1.
Xu et al. Exploring Large Language Models for Communication Games. 2023-09.




(Y Youzre lagent | and frle, | Agent reflection in Werewolf

ask a few questions.

Which player’s behavior has  Should | disclose my role?
changed ?

* Which player’s behavior has changed ?

{4 Answers these questions. ]

L * Can | guess player-i’s role?
P-2 dies in night. P-3

attacked him yesterday.

* As Witch, should | use my antidote or

observations.

Make a reflection based on yourJ poison at this point?

« As Seer, which suspicious player

| am suspicious of P-3 as he
attacked P-2.

should | identify?

* As guard, who is the possible attacked
&arget tonight? /

Pre-defined questions for each role

( The best way for you to do under
- | such reflection is to vote against
suspicious player.

v \\-f«‘ "

N

| decide to vote against P-3.

O




Introspective Tips from Expert Demonstrations

» Agents are allowed to participate in several games
* The LLM generates tips as self-reflection during each game

 All final tips that lead to a successful trial are sent to

another Expert-LLM for learning to generate general tips

* The Expert-LLM can be used across different settings

| want you to provide me all possible specific

reasons that an agent may fail in a text-
based game and summarize all tips for the
agent to improve.

KRR
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Roliout {(5.a.5".7]}

[T & 3 | l General
o, BB e Tips 1 Y Tips |
LLM l LLM I‘

g r i - i
Env N % M *_%
LM L LLM
J

d} Generalized learning: general hint based
on M different games

Chen, Liting, et al. "Introspective Tips: Large Language Model for In-Context Decision Making." 2023.



Logician Beer Drinking Problem

Three logicians went for a drink.
Waiter asked: 'Do you want beer?”
A said, 'l don't know’

B said, 'l don't know either’
C said, 'We all need beer.’
Why C is certain about this ?




~

When faced with a task, begin by
identifying the participants who will
contribute to solving the task. Then,
initiate a multi-round collaboration
process until a final solution is reached.

N /

Here are some examples:

Example Task 2: Write a poem that meets the following requirements: (1) the poem has seve
a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid.

Participants: Al Assistant (you); Poet; Computer Scientist; Ten year old child

Poet: Make sure that you write the poem with seven lines, and the first letters of the lines sh
Computer Scientist: A quantum computer is an advanced computing device that uses the
to represent information as Os and 1s, quantum computers use quantum bits or qubits. Qubi
consider using these information for the poem.

Ten year old child: | hope the poem to be fun and easy to understanding. | don't want to se
Al Assistant (you): Thanks for the guidance! Here's my initial attempt at the poem:
Computational wonder of our age,

Harnessing the quantum world's strange ways,

Atoms dance, entwined in dual state,

Tapping secrets hidden in their haze.

Grand power to solve, simulate,
Profound problems that perplex the wise,

Transforming our future, we await.

4 A

Now, identify the participants and
collaboratively solve the following task
step by step.

N /




@ Participants: Al Assistant, Well, when the waiter asked if we a

Logician A, B, C wanted beer, | responded with "l don't
know." My decision was based on the fact

g@ Start collaboration! } that | didn't have enough information ...
M K /

. 2

also said "l don't know." My decision was
based on the fact that Logician 1 hadn't
provided a clear answer ....

= B

... It was reasonable to assume that we all
wanted beer. Since the previous two

Al B : \_

@ In summary, Logician 3
assumed we all wanted beer

since no one objected.

for objection...

Logician A

Similarly, when it was my turn to respond, | @
Logician B

logicians hadn't given a definitive answer | Logician C



Q:Logician 1, 2, 3 went for a drink, and the waiter asked, 'Do you all want beer?' Logician 1 said, 'l don't
know,' Logician 2 said, 'l don't know,' and Logician 3 said, 'We all need beer.' Participants: Al Assistant
(you); Logician 1; Logician 2; Logician 3. Al Assistant: Let's begin retrospecting the conversation step by
step between logician 1, 2, 3. Tell us why you decided or not decided in the former conversation.
Logician 1, you speak first. Then Logician 2 speak. Lastly, Logician 3 speak.

A:Logician 1: Well, when the waiter asked if we all wanted beer, | responded with "l don't know." My
decision was based on the fact that | didn't have enough information at that moment to make a definitive
choice. Since Logician 2 and Logician 3 hadn't expressed their preferences yet, | couldn't determine if we
all wanted beer or not.

Logician 2: Similarly, when it was my turn to respond, | also said "l don't know." My decision was based
on the fact that Logician 1 hadn't provided a clear answer, and | still didn't have enough information to
make a definitive choice. | was waiting for Logician 3's response to gather more information.

Logician 3: Lastly, when it was my turn to speak, | said, "We all need beer." My decision was based on
the assumption that if Logician 1 and Logician 2 didn't object or express a different preference, then it
was reasonable to assume that we all wanted beer. Since the previous two logicians hadn't given a
definitive answer, | made the assumption that we all wanted beer.

So, in summary, Logician 1 and Logician 2 were undecided because they didn't have enough information,
while Logician 3 assumed that since no one objected, we all wanted beer.



Logician 1, 2, 3 went for a drink, and the waiter asked, 'Do you all want beer?' Logician 1 said, 'l
don't know,' Logician 2 said, 'l don't know,' and Logician 3 said, 'We all need beer.' Participants:
Al Assistant (you); Logician 1; Logician 2; Logician 3. Al Assistant: Let's begin retrospecting the
conversation above step by step and answer Why Logician 3 said they all need beer? Tell us why
you decided or not decided in the former conversation. Logician 1, you speak first. Then Logician 2
speak. Lastly, Logician 3 speak.

A:Logician 1: Well, when the waiter asked if we all want beer, | said, 'l don't know.' The reason |
said that is because | don't have enough information to make a decision yet. It could be that some
of us want beer and some don't, or maybe we all want beer. | simply couldn't determine the
answer at that time.

Logician 2: | agree with Logician 1. When the waiter asked if we all want beer, | also responded
with 'l don't know.' Like Logician 1 said, we don't have enough information to answer that
question definitively. It's possible that some of us want beer and some don't, or perhaps we all
want beer. Without any additional details, it's impossible for me to make a decision.

Logician 3: Well, after hearing what Logician 1 and Logician 2 said, | concluded that we all need
beer. Since both Logician 1 and Logician 2 couldn't decide whether they wanted beer or not, it
implies that there is no one among us who does not want beer. Therefore, the logical conclusion is
that we all need beer.

Al Assistant: Thank you for your explanations. Based on Logician 3's reasoning, their conclusion is
that since neither Logician 1 nor Logician 2 could decide between wanting or not wanting beer, it
suggests that everyone in the group wants beer.



Short/Long-term memory

External datastore

Tools T Planning

- Search() (— LLM — - Task Decompose

- Calculate() - Chain-of-Thought
- CodeRun() - Self-Reflection
‘ - Action Planning
Embodied Robots - Heuristic rewarding

planning, perception,
decision-making, control




2. Memory: store, retain, and retrieve info

1. Short-Term Memory : el Sl
v facilitates in-context learning such as prompt GPT4 32768 25,000
v is restricted by the finite context window length of e g ey
Transformer-based models
v’ e.g., Token limit: ChatGPT <= 4000, GPT-4 <= 32,000
Llama2 2,048 1,563
2. Long-Term Memory: R

v'serves as the external vector store that the agent can I
attend to at query time

v Knowledge is usually stored as Embedding and Indexed ,
for fast access and retrieval

d
L2(xq, y) = gi(y.- - Xqi)*

\/




A Retrieval-based LM

Typical LMs for fact probing

The capital city of Ontario is

D
( Test time

The capital city of Ontario is Toronto

ACL Tutorial https://acl2023-retrieval-Im.github.10/
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A Retrieval-based LM

Retrieval-based LMs

e

The capital city of Ontario is Toronto The capital city of Ontario is

4 ¢

Training time Test time

ACL Tutorial https://acl2023-retrieval-Im.github.10/



A Retrieval-based LM

EMX: Alanguage model (LM) that uses external datastore at test time

AR A SRR NN S
AERNREEN m:;mmr |
m%%‘%-\\‘b%\&@ \mwmw N

~ sg\\a\m RN

Datastore

Input

+

\ -m*m S

SR %:m;_

Output

> 0D

Understand input
Generate query
Similarity search

Return answer
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Maximum Inner Product Search

* Extract document embedding

* Choose some distance metrics sim: a similarity score between two pieces of text

# of total d
) sim(,)) —@X log® S

of docs containing i

* Given a query g, use ANN to retrieval

similar documents
# of occurrences of i in j

* Return top-K most similar docs and
combine them as external information EEED simG,j) = Encoder(i) - Encoder(j)

Maps the text into an A-dimensional vector

https://zhuanlan.zhihu.com/p/595249861



Maximum Inner Product Search -- ANN

LSH (Locality-Sensitive Hashing) hash o
buckets
 similar input items are mapped to the same § oy
buckets with high probability
gg:g; é :::'.'.'.'.'.'.'.'.'.'.: :
S —7 oo

Inverted File Index

 divide space into many cells with their centroids.

* when we introduce a new query vector, we first
measure its distance between centroids, then
restrict our search scope to that centroid’s cell

https://www.pinecone.io/learn/series/faiss/




Overview of retrieval process with LLMs

 Retrieve a subset of similar documents

 Combine input with retrieved documents

 Prompt LLM and ensemble final predictions

* Train retriever to update
embedding and doc indices

* Minimize KL(embedding
similarity | LLM scoring on

relevance )

Retriever §

Document
Retrieval

Test Context X

Retrieved document d,

1'\.
Jobs cofounded

| Apple in his
parents' garage

Input
Reformulation

Jobs is the
CEO of _

; Black-box
- @

\

Apple

1]

by adopted... q

d; X
Y
Jobs was raised | Jobs is the
CEO of _

'\\

Steve Jobs
passed away...

o ™
Jobs is the
CEOQ of _

A J

Jobs cofounded

Apple...

K N
Jobs is the

CEO of _
A

v

Ense

mble

apple
u pear
not

Shi, Weijia, et al. "Replug: Retrieval-augmented black-box language models." 202G




3. Tool Use

The agent learns to call external APIs for extra information that 1s missing from the

model weights, e.g., get news, code execution, math solver, etc.

« TALM (Tool Augmented Language Models; Parisi et al. 2022, Schick et al.

2023 ) learns to read external API docs and choose to use proper API

* HuggingGPT (Shen et al. 2023) chooses proper model in HuggingFace, loads

model, executes the model inference, and generates responses.
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Q: Can you tell me how many objects in el.jpg?
A: {"task'": "object-detection", "args'": {""image": "el.jpg" }}

- —

¢ [

i - |
k x .~ HuggingGPT 1 LLM as Controller '~ HuggingFace '
. 1 : : i
Can you describe this picture and count how | [ :
w many objects in the picture? : e 'l
I = X i
| T T 1 I

|
| Prediction < facebook/ :
LN T e detr-resnet-101 \ i
: - i
I I
—— B ' I Model ” £ .
A text can describe the given image: a herd of : Selectibn } » I Task E’|'E":'"“:i“'-:""' :
giraffes and zebras grazing in a fields. In @ : E% e &, :
addition, there are five detected objects as ‘I —- . * [
giraffe with score 99.9%, zebra with score 99.7%, zebra | | R =517 :
with 99.9%, giraffe with score 97.1% and zebra with ]' — < nlpconnet/ !
score 99.8%. The bounding boxes are shown in the ! Prediction .. vit-gpt2-image-captioning :
above image. | performed image classification, object : ( IV Respons ——— :
detection and image caption on this image. Combining 4 - v I |
the predictions of '~ | 4 :
= and |~ ‘I |
models, | get the results for you. : )



WOLFRA

N MEETS KNOWLED

s ‘ Plot the zeta function on the critical line up to t=50

I Visual Studio Code
Used Wolfram v

Here is a plot of the real part of the Riemann zeta function on the critical line (Re(s) = 1/2)

for t ranging from 0 to 50:

def common_prefix(a, b)
"""Return the common prefix of two lists."""
if len(a) < len(b)
return common_prefix(b,a)
for i in range(len(a))
if-alil:-!=-bli]-: Y NP TR, W NS V AL V S TR Y S
return-al:il .
return a 1f

The Riemann zeta function is defined as:

On the critical line, the function takes the form:

C(; +it)

The plot above shows the real part of the zeta function along the critical line. The Riemann

Hypothesis, a famous unsolved problem in mathematics, conjectures that all nontrivial

zeros of the zeta function have a real part equal to 1/2.
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OpenAl Codex Model GitHub Private Code

\ fetch_pic.js
L EEE Provide Editor context ki const fetchNASAPictureOfT

return fetch('https://aj
method: 'GET',

headers: {1
----- Provide Suggestions EEEl 2 'Content-Type': 'ap

GitHub Copilot .
Service j--------

Public code and text
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4. B2 Embodied Agent

LLMs accomplish realistic tasks through robotic planning, controling and
feedbacking from interaction of the environment,

 Embodied Reasoning through Planning (Huang et al. 2022) leverages
environment feedback to facilitate LLMs to form an inner monologue for
robotic control .

- Grounding Language in Robotic Affordances (Ahn et al. 2022)
proposed to prompt the LLM to generate low-level action candidates
given a high-level command. Then it grounds LLMs through value
functions — affordance functions that capture the likelihood that a
particular skill will be able to succeed in the current state.



Robot Planning & Interaction

Human

@ Can you bring me the drink from the table?

Robot

Action: "go to table”

Robot

Do you want water or coke?

=

Human

@ Coke please.

Robot

Action: "pick up the coke'

w

Robot

Action: "pick up the coke"

w

Robot

Action: "bring it to you"

Grounded Closed-Loop Feedback Robot Environments

Robot
)

Scene Descriptor an Success Detector

Scene Descriptor

Q@

Human

@ | see: coke, water, chocolate bar.

Success Detector

Action was not successful.

Success Detector

Action was successful.

Figure 1: Inner Monologue enables grounded closed-loop feedback for robot planning with large language models
by leveraging a collection of perception models (e.g., scene descriptors and success detectors) in tandem with pretrained
language-conditioned robot skills. Experiments show our system can reason and replan to accomplish complex
long-horizon tasks for (a) mobile manipulation and (b,c) tabletop manipulation in both simulated and real settings.

Huang et al. "Inner monologue: Embodied reasoning through planning with language models." 2022.



Instruction Relevance with LLMs Combined
-6 Find an apple
-30 Find a coke
-30 Find a sponge
How would you put .
-30 Pick up the coke
-5 Place the apple
\l’
(? -30 Place the coke
-10 Go to the table
LLM -20 Go to the counter

Skill Affordances with Value Functions

0.6
0.6
0.6
0.2

0.2

0.1
0.1
0.8
0.8

Value
Functions

| would: 1. Find an apple, 2.

o LLM< >v.=

Ahn, Michael, et al. "Do as i1 can, not as i say: Grounding language in robotic affordances." 2022.
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Future trends

* Autonomous: By human instructions, the AI Agent can execute tasks
automatically, such as doing scientific experiments, calling vehicles for
transportation, browsing website for information, reading API docs, etc.

* Generative: Generate human experiment, memory and experience to realize
high-level thinking processes and social interaction with other agents.

* Embodied: Embodied AI Agents can interact physical world. Robotic
servant can listen for human instructions and perform cooking, cleaning and

serving, and improve from human feedback.



Al AGENT Challenges

Finite context length: This limits the inclusion of historical information, detailed
instructions, API call context, thus limiting the effectiveness of CoT, Reflection, etc.
Long-term planning: Still hard to plan a complicated task with large number of
steps. Ineffective to improve planning through trial-and-error learning.

Natural language interface: Al agent relies on natural language as an interface
between LLMs and external components such as memory and tools. This could be
ineffective due to amibiguity.

Reliability and safety: Hallucination and rebellious behavior (e.g. refuse to follow an

instruction) could happen sometimes in LLMSs.
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