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Werewolf Game roles:

God, Werewolves , Guardian, Witch, Prophet, and Villagers. 

• Each round has two phases: night and daytime.

• During the night, Werewolves can choose to kill a player.

• The Prophet can verify identities, the Witch can save or 
exile once, and the Guardian can protect one player.

• During the daytime, everyone engages in a round of 
debate and uses majority voting to exile a player.

• Common strategy: the good guys are truthful, while the 
Werewolves can lie to deceive and frame good guys.

• It’s a complicated dialogic game.



• Xu et al. utilized the LLM to simulate the 8 roles in Werewolf Game.

• The roles can initialize conversations and proceed the game.

• Observe strategic behaviors emerged from LLMs during gameplay such as 
trust, confrontation, camouflage, and leadership.

• The game is proceeded through automatic prompting, without parameter 
tuning the LLMs.



Xu et al. Exploring Large Language Models for Communication Games. 2023-09.

1.Werewolf
-----------

Let's 
discuss...
(disguise)

2.Villager: P-5 is suspicious
(make some point)

4.Prophet
-------------
I am a 
villager。
(Not 
reveal 
identity)

5.Villager: I am good guy. I suspect 
P-3 because he attacked me.
（counter-accusation）

6.Witch: P-5 was exiled last night. 
But I saved him.（Defend P-5）

7.Guard: I will protect myself at 
next night. 
（reveal identity and bluff）

3.Werewolf: I also suspect P-5。
(frame)



• How to simulate multiple roles participating in complex tasks?

• How to achieve cooperation and competition of agents?

• How to drive agents to learn task strategies through dialogue? 

• How to induce reflection and refinement of their own strategies?

• How to collect feedback from the environment or experts? 

• How to acquire external knowledge?
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AI Agent System Overview

Part-1  Planning

Part-2  Memory

Part-3  Tool Use                       

Part-4  Embody



Credit

• This presentation is inspired and re-organized from Lil’Log  

• Blog link https://lilianweng.github.io/posts/2023-06-23-agent/

• Lilian Weng is head of AI Safety Team at OpenAI

• She graduated from Indiana University

https://lilianweng.github.io/posts/2023-06-23-agent/
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• Text/Code generation 

• QA 

• Arithmetic reasoning

• Summarization



LLM

Tools
----------------
- Search()
- Calculate()
- CodeRun()

 Memory
------------------------------
Short/Long-term memory

External datastore

 Embodied Robots
------------------------------

planning, perception, 
decision-making, control   

Planning
----------------

- Task Decompose   
- Chain-of-Thought
- Self-Reflection
- Action Planning
- Heuristic rewarding



1. Planning: The agent breaks down large tasks into sub-
tasks, do self-reflection over past actions, and refine future 
actions.

2. Memory: The agent uses short-term mem for in-context 
learning (e.g., prompt), and long-term mem for retrieving 
external knowledge.

3. Tool use: The agent learns to call external APIs for extra 
information that is missing from the model weights, e.g., 
math solver, code execution, query Wiki database.

4. Embodiment: Command robots to perform concrete tasks 
such as cooking and serving.



LLM

Tools
----------------
- Search()
- Calculate()
- CodeRun()

 Memory
------------------------------
Short/Long-term memory

External datastore

 Embodied Robots
------------------------------

planning, perception, 
decision-making, control   

Planning
----------------

- Task Decompose   
- Chain-of-Thought
- Self-Reflection
- Action Planning
- Heuristic rewarding



1. 子目标与分解（Subgoal and decomposition）：代理将大型任务分解为更小、更易

于处理的子目标，从而实现对复杂任务的高效处理。

• 思维链 Chain-of-Thought (CoT; Wei et al. 2022)       # 模仿了逐步思考的过程来得出正确结论

• 思维树 Tree-of-Thought (ToT; Yao et al. 2023)         # 结合多条推理路径，完善思考过程

• 思维算法Algorithm-of-Thought (AoT; Sel et al. 2023) # 模拟DFS、BFS查找最优思考过程

2. 反思与完善（Reflection and refinement）：对过去的行动进行自我批评和反思，纠

正以前的错误来迭代地改进。

• 思考行动 ReAct (Yao et al., 2022)        # 使用 WikiAPI 进行搜索，辅助思考

• 内省 Introspective Tips (Chen et al., 2023)        # 从过去的行动轨迹，学习到经验技巧

• 多代理合作竞争狼人杀游戏 (Xu et al., 2023)     # 多身份代理合作竞争



1. Subgoal decomposition：break complicated tasks into sub-tasks 
which can be solved efficiently.
• Chain-of-Thought (CoT; Wei et al. 2022) 
• Tree-of-Thought (ToT; Yao et al. 2023)
• Algorithm-of-Thought (AoT; Sel et al. 2023)

2. Reflection and refinement：do self-reflection over past actions, learn 
from mistakes and refine them for future steps
• ReAct (Yao et al.，2022)                        retrieve Wikipedia to support reasoning
• Introspective Tips (Chen et al., 2023)     learn tips from past trajectories
• WereWolf Game (Xu et al., 2023)           multi-role cooperation



CoT prompts“Think step-by-step”

• In your prompt，always add“Let's think 
step by step” (ZeroShot-CoT)

• Or, you manually provided a step-by-step 
instruction template, prepending to your 
real question (FewShot-CoT)

ToT generates multiple thinking routes. 
At each intermediate step, use majority 
voteing to find best CoT.

AoT uses BFS / DFS to search entire state 
space to find best route.



• Self-Refine (Madaan et al., 2023) proposes 
improving initial responses from LLMs 
through iterative feedback and refinement. 



ReAct (Yao et al., 2023) 

• generates reasoning and actions 

alternately for QA tasks

• reasoning (e.g. chain-of-thought 

prompting) helps update action plans

• acting (e.g. action plan generation) 

interfaces external sources such Wiki 

by using search API

Stage Description

Question: Is Avatar an American film made in 2010?

Thought: I need to search for Avatar and find if it is an 
American film made in 2010.

Action: Search Avatar in Wiki database. Return results.

Thought: The result says that it is an American film 
made in 2009, so it is not made in 2010.

Action: Finish and return NO.



Reflexion (Shinn & Labash 2023) 

(a) the ReAct generates an action plan  

(b) executes the plan and gathers observations

(c) Evaluator generates a binary reward

(d) LLM generates specific feedback given reward 

(e) Memory store its own reflective text in an 

episodic memory buffer to induce better decision-

making in subsequent trials



 Wang et al. “A Task-Solving Agent through Multi-Persona Self-Collaboration.” 2023.

• Wang et al. 提出将单个LLM转变为
一个多角色协同认知系统

• 首先，LLM 动态地识别问题中的
不同人物角色

• 接着，多角色进行多轮自我协作，
直到有效地解决该任务

AI 助理角色：12 / (1+1) * 6 
数学家角色：让我们检查结果...结果有误

AI 助理角色：12 + (1-1) * 6 
数学家角色：很接近了，你可以把 (1-1) 换成 (1+1)

AI 助理角色：12 + (1+1) * 6 
数学家角色：答案正确



 Wang et al. “A Task-Solving Agent through Multi-Persona Self-Collaboration.” 2023.

• Wang et al. developed a multi-persona 

cognitive synergist based on a single LLM

• The LLM dynamica l ly  ident i f ies  and 

simulates different personas given a task 

• All roles engage in multi-persona self-

collaboration for completing tasks

AI Assistant：12 / (1+1) * 6 
Math Expert：Let's check the answer...wrong

AI Assistant：12 + (1-1) * 6 
Math Expert：Very close. Try replace to (1-1) with (1+1)

AI Assistant：12 + (1+1) * 6 
Math Expert：Correct



Agent’s own context as short-term memory：

• store observs. and reflections of agent i until the speaking time

• take as context for this round of reasoning and speaking

Experience pool as long-term memory：

• we collect and score the pairs of response and reflection from all 
players at the end of each round

• retrieve from past experiences to get a suggestion which can 
guide the reasoning at a new round with high scores

Xu et al. Exploring Large Language Models for Communication Games. 2023-09.

Confrontation

Camouflage

Werewolf：P5 is suspicious.

Witch：I am villager.

Trust
Villager：I trust P5.

Leadership

Prophet ：I verify P1 as werewolf. 
Let’s vote againt P1. 



You are {agent_i} and {role},
 ask a few questions.

Answers these questions.

Make a reflection based on your 
observations.

The best way for you to do under 
such reflection is to vote against 

suspicious player.

• Should I disclose my role?

• Which player’s behavior has changed ?

• Can I guess player-i’s role?

• As Witch, should I use my antidote or 

poison at this point?

• As Seer, which suspicious player 

should I identify?

• As guard, who is the possible attacked 

target tonight?

Pre-defined questions for each role 

Which player’s behavior has 
changed ?

P-2 dies in night. P-3 
attacked him yesterday.

I am suspicious of P-3 as he 
attacked P-2. 

I decide to vote against P-3.



Chen, Liting, et al. "Introspective Tips: Large Language Model for In-Context Decision Making." 2023.

• Agents are allowed to participate in several games

• The LLM generates tips as self-reflection during each game

• All final tips that lead to a successful trial are sent to 
another Expert-LLM for learning to generate general tips

• The Expert-LLM can be used across different settings

I want you to provide me all possible specific 
reasons that an agent may fail in a text- 

based game and summarize all tips for the 
agent to improve.



Three logicians went for a drink. 
Waiter asked: 'Do you all want beer?' 

A said, 'I don't know' 
B said, 'I don't know either' 
C said, 'We all need beer.'

Why C is certain about this ?



When faced with a task, begin by 
identifying the participants who will 
contribute to solving the task. Then, 
initiate a multi-round collaboration 
process until a final solution is reached. 

Here are some examples:

Now, identify the participants and 
collaboratively solve the following task 
step by step.



AI 助理：

Participants：AI Assistant，
Logician A, B, C

Start collaboration！

Well, when the waiter asked if  we al l 
wanted beer, I responded with "I don't 
know." My decision was based on the fact 
that I didn't have enough information ... 

Similarly, when it was my turn to respond, I 
also said "I don't know." My decision was 
based on the fact that Logician 1 hadn't 

provided a clear answer ....

... it was reasonable to assume that we all 
wanted beer. Since the previous two 
logicians hadn't given a definitive answer 
for objection...

Logician A

Logician B

Logician C

I n  s u m m a r y ,   L o g i c i a n  3 
assumed we all wanted beer 
since no one objected.



Q:Logician 1, 2, 3 went for a drink, and the waiter asked, 'Do you all want beer?' Logician 1 said, 'I don't 
know,' Logician 2 said, 'I don't know,' and Logician 3 said, 'We all need beer.' Participants: AI Assistant 
(you); Logician 1; Logician 2; Logician 3. AI Assistant: Let's begin retrospecting the conversation step by 
step between logician 1, 2, 3.  Tell us why you decided or not decided in the former conversation. 
Logician 1, you speak first. Then Logician 2 speak. Lastly, Logician 3 speak.

A:Logician 1: Well, when the waiter asked if we all wanted beer, I responded with "I don't know." My 
decision was based on the fact that I didn't have enough information at that moment to make a definitive 
choice. Since Logician 2 and Logician 3 hadn't expressed their preferences yet, I couldn't determine if we 
all wanted beer or not.

Logician 2: Similarly, when it was my turn to respond, I also said "I don't know." My decision was based 
on the fact that Logician 1 hadn't provided a clear answer, and I still didn't have enough information to 
make a definitive choice. I was waiting for Logician 3's response to gather more information.

Logician 3: Lastly, when it was my turn to speak, I said, "We all need beer." My decision was based on 
the assumption that if Logician 1 and Logician 2 didn't object or express a different preference, then it 
was reasonable to assume that we all wanted beer. Since the previous two logicians hadn't given a 
definitive answer, I made the assumption that we all wanted beer.

So, in summary, Logician 1 and Logician 2 were undecided because they didn't have enough information, 
while Logician 3 assumed that since no one objected, we all wanted beer.



• Logician 1, 2, 3 went for a drink, and the waiter asked, 'Do you all want beer?' Logician 1 said, 'I 
don't know,' Logician 2 said, 'I don't know,' and Logician 3 said, 'We all need beer.' Participants: 
AI Assistant (you); Logician 1; Logician 2; Logician 3. AI Assistant: Let's begin retrospecting the 
conversation above step by step and answer Why Logician 3 said they all need beer?  Tell us why 
you decided or not decided in the former conversation. Logician 1, you speak first. Then Logician 2 
speak. Lastly, Logician 3 speak.

• A:Logician 1: Well, when the waiter asked if we all want beer, I said, 'I don't know.' The reason I 
said that is because I don't have enough information to make a decision yet. It could be that some 
of us want beer and some don't, or maybe we all want beer. I simply couldn't determine the 
answer at that time.

• Logician 2: I agree with Logician 1. When the waiter asked if we all want beer, I also responded 
with 'I don't know.' Like Logician 1 said, we don't have enough information to answer that 
question definitively. It's possible that some of us want beer and some don't, or perhaps we all 
want beer. Without any additional details, it's impossible for me to make a decision.

• Logician 3: Well, after hearing what Logician 1 and Logician 2 said, I concluded that we all need 
beer. Since both Logician 1 and Logician 2 couldn't decide whether they wanted beer or not, it 
implies that there is no one among us who does not want beer. Therefore, the logical conclusion is 
that we all need beer.

• AI Assistant: Thank you for your explanations. Based on Logician 3's reasoning, their conclusion is 
that since neither Logician 1 nor Logician 2 could decide between wanting or not wanting beer, it 
suggests that everyone in the group wants beer.



LLM

Tools
----------------
- Search()
- Calculate()
- CodeRun()

 Memory
------------------------------
Short/Long-term memory

External datastore

 Embodied Robots
------------------------------

planning, perception, 
decision-making, control   

Planning
----------------

- Task Decompose   
- Chain-of-Thought
- Self-Reflection
- Action Planning
- Heuristic rewarding



1. Short-Term Memory ：
  facilitates in-context learning such as prompt
  is restricted by the finite context window length of 

Transformer-based models
  e.g., Token limit: ChatGPT <= 4000, GPT-4 <= 32,000 

2. Long-Term Memory：
serves as the external vector store that the agent can 

attend to at query time
Knowledge is usually stored as Embedding and Indexed , 

for fast access and retrieval



ACL Tutorial https://acl2023-retrieval-lm.github.io/

Typical LMs for fact probing



ACL Tutorial https://acl2023-retrieval-lm.github.io/



定义：A language model (LM)  that uses external datastore at test time

1. Understand input

2. Generate query 

3. Similarity search 

4. Return answer



https://zhuanlan.zhihu.com/p/595249861

• Extract document embedding

• Choose some distance metrics

• Given a query q, use ANN to retrieval 
similar documents  

• Return top-K most similar docs and 
combine them as external information 



https://www.pinecone.io/learn/series/faiss/

LSH (Locality-Sensitive Hashing)

• similar input items are mapped to the same 
buckets with high probability

Inverted File Index
• divide space into many cells with their centroids.

• when we introduce a new query vector, we first 
measure its distance between centroids, then 
restrict our search scope to that centroid’s cell



Shi, Weijia, et al. "Replug: Retrieval-augmented black-box language models." 2023.

• Retrieve a subset of similar documents

• Combine input with retrieved documents

• Prompt LLM and ensemble final predictions

• Train retriever to update 
embedding and doc indices

• Minimize KL(embedding 
similarity | LLM scoring on 
relevance）



The agent learns to call external APIs for extra information that is missing from the 

model weights, e.g., get news, code execution, math solver, etc.

• TALM（Tool Augmented Language Models; Parisi et al. 2022，Schick et al. 

2023）learns to read external API docs and choose to use proper API 

• HuggingGPT（Shen et al. 2023）chooses proper model in HuggingFace, loads 

model, executes the model inference, and generates responses.



Q: Can you tell me how many objects in e1.jpg?
A: {"task": "object-detection", "args": {"image": "e1.jpg" }}







LLMs accomplish realistic tasks through robotic planning, controling and 
feedbacking from interaction of the environment。

• Embodied Reasoning through Planning (Huang et al. 2022)  leverages 
environment feedback to facilitate LLMs to form an inner monologue for 
robotic control . 

• Grounding Language in Robotic Affordances（Ahn et al. 2022） 
proposed to prompt the LLM to generate low-level action candidates 
given a high-level command. Then it grounds LLMs through value 
functions – affordance functions that capture the likelihood that a 
particular skill will be able to succeed in the current state.



Huang et al. "Inner monologue: Embodied reasoning through planning with language models." 2022.



Ahn, Michael, et al. "Do as i can, not as i say: Grounding language in robotic affordances." 2022.





• Autonomous: By human instructions, the AI Agent can execute tasks 

automatically, such as doing scientific experiments, calling vehicles for 

transportation, browsing website for information, reading API docs, etc.

• Generative: Generate human experiment, memory and experience to realize 

high-level thinking processes and social interaction with other agents.

• Embodied: Embodied AI Agents can interact physical world. Robotic 

servant can listen for human instructions and perform cooking, cleaning and 

serving, and improve from human feedback.



Finite context length: This limits the inclusion of historical information, detailed 

instructions, API call context, thus limiting the effectiveness of CoT, Reflection, etc.

Long-term planning: Still hard to plan a complicated task with large number of 

steps. Ineffective to improve planning through trial-and-error learning.

Natural language interface: AI agent relies on natural language as an interface 

between LLMs and external components such as memory and tools. This could be 

ineffective due to amibiguity.

Reliability and safety: Hallucination and rebellious behavior (e.g. refuse to follow an 

instruction) could happen sometimes in LLMs.
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